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Abstract—The ever-increasing size of modern deep neural network (DNN) architectures has put increasing strain on the hardware needed to implement them. Sparsefied DNNs can greatly reduce memory costs and increase throughput over standard DNNs, if the loss of accuracy can be adequately controlled. However, sparse DNNs present unique computational challenges. Efficient model or data parallelism algorithms are extremely hard to design and implement. The recent effort MIT/IEEE/Amazon HPEC Graph Challenge has drawn attention to high-performance inference methods for large sparse DNNs. In this paper, we introduce SNIG, an efficient inference engine for large sparse DNNs. SNIG develops highly optimized inference kernels and leverages the power of CUDA Graphs to enable efficient decomposition of model and data parallelisms. Our decomposition strategy is flexible and scalable to different partitions of data volumes, model sizes, and GPU numbers. We have evaluated SNIG on the official benchmarks of HPEC Sparse DNN Challenge and demonstrated its promising performance scalable from a single GPU to multiple GPUs. Compared to the champion of the 2019 HPEC Sparse DNN Challenge, SNIG can finish all inference workloads using only a single GPU. At the largest DNN, which has more than 4 billion parameters across 1920 layers each of 65536 neurons, SNIG is up to 2.3× faster than a state-of-the-art baseline under a machine of 4 GPUs.

Index Terms—Sparse Neural Network, Task Graph Parallelism

I. INTRODUCTION

Larger deep neural network (DNN) models have brought significant quality improvement to several fields, including natural language processing, speech recognition, and image classification [1]–[3]. To relieve the increasing strain on the hardware needed to deploy them, much research over the past decades has focused on the sparsification of DNNs in the interest of reduced storage and runtime costs [4]–[6]. Computing large sparse DNNs presents unique computational challenges and scaling difficulties. Sparseness can make the application of the DNN on current processors extremely inefficient. This inefficiency limits the size of data to what can be held in GPU memory, or it requires a high-end, expensive cluster of computers to make up for this inefficiency [7]. Also, sparse DNN inference presents unique computational challenges from training, because the kernel efficiency largely depends on non-zero entries that vary from layer to layer. To address these problems for advancing emerging sparse machine learning (ML) systems, the 2019 MIT/IEEE/Amazon HPEC Graph Challenge has developed Sparse DNN Challenge to encourage new solutions for sparse DNN inference [8]. Table I lists the statistics of each sparse DNN. The largest network contains over 4 billion nonzero parameters across 1920 layers each of 65536 neurons, adding up to 100 GB memory storage.

<table>
<thead>
<tr>
<th>Neurons/Layers</th>
<th>120</th>
<th>480</th>
<th>1920</th>
<th>Bias Size</th>
<th>Image Nonzeros</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>3.9M</td>
<td>15.7M</td>
<td>62.9M</td>
<td>-0.30</td>
<td>1.25 GB 6,374,505</td>
</tr>
<tr>
<td>4096</td>
<td>15.7M</td>
<td>62.9M</td>
<td>251.7M</td>
<td>-0.35</td>
<td>5.40 GB 23,019,051</td>
</tr>
<tr>
<td>16384</td>
<td>62.9M</td>
<td>251.7M</td>
<td>1.0B</td>
<td>-0.40</td>
<td>22.70 GB 98,858,913</td>
</tr>
<tr>
<td>65536</td>
<td>251.7M</td>
<td>1.0B</td>
<td>4.0B</td>
<td>-0.45</td>
<td>94.70 GB 392,191,985</td>
</tr>
</tbody>
</table>

Table I: The statistics of each DNN benchmark in the Challenge [8].

The challenge of computing large sparse DNN inference is twofold, kernel and decomposition algorithms, both of which require strategic designs to benefit from parallelism. Existing kernel algorithms focus on optimizing sparse matrix-matrix multiplication kernels or carefully maintaining data sparsity during the weight propagation [9]–[12]. However, most of these approaches require models to sit in the GPU memory, and they are difficult to operate on partitioned pieces, due to the cost of maintaining consistent sparse matrix structures between partitions along with iterations. Existing decomposition strategies divide large data or models into partitions and distribute partitions across GPUs [13]–[16]. Partitioning data and models can both improve parallelism and alleviate the tension on hardware constraints, including memory limitations and communication bandwidths on GPUs. However, efficient decomposition algorithms are extremely hard to design and implement. We need to address complexity among GPU capacity, scaling flexibility, and inference efficiency. To simplify the design, pipeline parallelism has been a popular choice in existing frameworks [17]–[20]. The idea of the pipeline is simple and easy to implement, but it suffers from many performance problems, including synchronous execution, imbalanced pipeline stages, and limited pipeline depth.

As a consequence, we introduce SNIG, an efficient large sparse DNN inference engine using task graph parallelism. SNIG develops highly optimized inference kernels that can effectively avoid unnecessary computation incurred by zero entries during the inference iterations. We leverage the power of modern CUDA Graph [21], [22] to enable efficient decomp-

1source code: https://github.com/dian-lun-lin/SNIG
position of model and data parallelisms. Our decomposition strategy transforms a partitioned inference workload into a task dependency graph that flows CPU-GPU operations naturally with the graph structure, providing improved scheduling efficiency and runtime asynchrony. Compared with pipeline-based frameworks, SNIG is more flexible and cost-efficient in fitting together partitioned data and models into different GPUs under hardware constraints. We demonstrate the flexibility and efficiency of SNIG on the 12 large sparse DNNs provided by the 2019 HPEC Sparse DNN Challenge [8]. SNIG is able to complete all DNNs using only one RTX 2080 Ti GPU of 11 GB memory, and we solve the largest DNN by 2.27× faster than the 2019 champion solution developed by Bisson and Fatica (“BF” method for brevity) [17]. Compared with a pipeline baseline inspired by GPipe [18], SNIG is faster at almost all networks (up to 2.19× speed-up) and scales better on multiple GPUs. We believe SNIG stands out as a unique inference engine for large sparse DNNs, given the ensemble of algorithm tradeoffs and decomposition decisions we have made.

II. PROBLEM FORMULATION OF LARGE SPARSE DNN INFERENCE

We target on the 2019 HPEC Sparse DNN Challenge, which is based on a mathematically well-defined DNN inference computation and can be implemented in any programming environment [8]. The input data, \( Y_0 \), is derived from the MNIST handwritten letters by resizing each 28×28 pixel image to 32×32 (1024 neurons), 64×64 (4096 neurons), 128×128 (16384 neurons), and 256×256 (65536 neurons). The weight matrices of each sparse DNN, including the bias vectors, are generated by the RadiX-Net synthetic sparse DNN generator with a number of desirable properties such that participants can focus on the difficult, computational part of the problem [23]. The inference problem is to compute \( Y_{l+1} = h(Y_l W_l + B_l) \) for each layer where \( h(y) = \max(y, 0) \) is a nonlinear function of rectified linear unit (ReLU). For the Sparse DNN Challenge, \( h(y) \) has an upper limit set to 32. The surrounding I/O and verification provide the context for each sparse DNN inference that allows rigorous definition of both the input and the output. Table I lists the statistics of each sparse DNN and its input image set. Loading the smallest DNN can take gigabytes of memory using single-precision floating numbers. Preloading all matrices to GPUs is impractical and discouraged.

III. STATE OF THE ART: THE BF AND PIPELINE METHODS

The BF method [17] is implemented with CUDA+OpenMP. Each GPU owns a part of the input matrix and computes the inference kernel iteratively by one OpenMP thread. At each iteration, each GPU executes two kernels, one for the inference and the other for calculating the non-empty row indices in the resulting matrix. After all GPUs complete execution, the OpenMP threads compute the new global list of non-empty rows and repartition the non-empty rows evenly among the GPUs. However, such a load-balancing method requires communication between CPUs and GPUs at each iteration, resulting in huge overhead. Also, to compute the list of non-empty rows, all GPUs need to be synchronized at each iteration. Synchronization can lead to unnecessary waiting time and waste computing power of GPUs. Besides, BF requires the entire input data to sit in GPUs for implementing load balancing. Similar problems also exist in other pipeline-based frameworks. For example, GPipe [18] proposes pipelining computation across GPUs and synchronizing data transfers stage by stage. The efficiency and scalability are largely limited by the size of partitioned data and available GPU resources that decide the degree of pipeline parallelism.

IV. SNIG

At a high level, SNIG describes the inference workload in a task graph comprising both data- and model-level parallelisms. Our task graph can scale to arbitrary sizes of DNN and input data under different numbers of GPUs. We develop an efficient kernel inside the task graph that computes only necessary entries during the inference iterations. Our in-kernel pruning strategy avoids unwanted computation incurred by sparsified network and data, in no need of additional CPU-GPU or GPU-GPU synchronization to redistribute input data among GPUs.

A. Task graph parallelism

Figure 1 shows the overview of SNIG. SNIG defines the inference workload as a task dependency graph that iterates two stages: fetch and infer. At the fetch stage, a CPU task grabs a batch of input data of up to size \( \text{batch}_\text{size} \). Users can tune \( \text{batch}_\text{size} \) based on available GPU memory. To have multiple threads fetch data at the same time, we use an atomic counter to represent the remaining size of data. At the infer stage, a GPU task computes the inference of the batch on a GPU. Each GPU task consists of a GPU task dependency graph where each node represents one of the three GPU operations, host-to-device (H2D) copy, device-to-host (D2H) copy, and kernel tasks; each edge represents the dependency of two GPU operations. We leverage the power of modern cudaGraph [21] to offload a GPU task dependency graph using a single CPU call, thus reducing overheads. The architecture of SNIG is decentralized. There is no local or global CPU-GPU synchronization during the inference on a dataset.

We transpose weight matrices and store them using the Compressed Sparse Column (CSC) format. Since preloading all models to the GPU is impossible due to memory limit, we
only keep up to num_weights weight buffers (W^0, W^1, ..., W^{num_weights−1}) on a GPU at a time. All weight buffers have the same size equal to the maximum size of W_i. More weight buffers result in a higher overlap between data communication and kernel computation. Since the inference at one layer only depends on the result from the previous layer, we allocate for each GPU two result buffers Y^0 and Y^1 each of size batch_size x num_neurons (number of neurons) to perform rolling swap for space optimization. Each buffer can be accessed via modulo operation on 2; Inference(l) represents applying the inference kernel to W_l using Y^0,2 as input and Y^(l+1),2 as output. After completing the inference at the last layer, the GPU identifies the categories (predicted digits).

Users can configure different batch_size and num_weights based on available GPU memory to fit arbitrary sizes of models and input data.

B. Inference kernel

At the infer stage, our inference kernel consists of two parts: forward feeding and incremental memory resetting. Figure 2 illustrates one iteration of one row of input data in our kernel. To improve parallelism, we divide each input data into num_secs sections where each of sec_size is num_neurons/num_secs. Since each GPU keeps Y^0 and Y^1 to perform rolling swap, we allocate for each GPU two batch_size x num_secs boolean buffers, is nonzero_row^0 and is nonzero_row^1, to record whether a section of data contains nonzero elements. At the beginning of the inference kernel, we inspect each entry in is nonzero_row^0[r]. If there exists at least one true value, meaning that there is at least one nonzero element in the input data, we enter forward feeding. The forward feeding performs matrix multiplication followed by ReLU and passes the result to the next layer via rolling swap. We skip input section s_i (Y^0[r][k], sec_size x s_i ≤ k < sec_size x (s_i + 1)) that contains only zero entries indicated by is nonzero_row^0[r][s_i] to avoid unnecessary computation. During the matrix multiplication, we can further skip zero results if there exists a nonzero result in Y^r.0[r][s_i] to true if there are any nonzero results in Y^r.0[r][s_i] to zero and toggles is nonzero_row^1[r][s_i] to false (line 10-16). Otherwise, it returns directly (line 17).

At the beginning, each block Block_r,s_i starts forward feeding if is_all_zero is false (line 19-52). Each block declares a shared memory array results size of sec_size to store results (line 19) and initializes results to the bias value directly (line 20-22). To avoid synchronization, we use a boolean array is nonzero of size 2 to record whether results has nonzero values (line 23-24, line 49). Block_r,s_i iterates all input sections to compute results (line 26). If the current entry in is nonzero_row^0[r][s_i] is false, meaning that the current input section s_i contains only zero elements, we skip all elements in s_i directly (line 27-29). Otherwise, all threads along y dimension loop through all entries in s_i (line 31). We further skip to the next one if the current input value is zero (line 33-35). All threads along x dimension read col_w (line 36-37) and iterate the weight values and the weight row indices (line 38-40). To compute each s_o independently, we transform the dimension of each CSC weight matrix from (num_neurons, num_secs) to (num_neurons, sec_size x num_neurons). All column indices are shifted by j = j + num_neurons x (i/sec_size), where (i, j) is the nonzero index of the weight matrix. In line 36-37, we read column indices of the weight matrix via adding the offset. Then, we multiply each nonzero input entry with weight value and add the result to the corresponding location of results (line 41).

After computing results, Block_r,s_o loops through the results (line 46). It computes ReLU, writes the result to each element in s_o, and sets is nonzero[1] to true if there exists a nonzero result in s_o (line 47-49). Finally, we toggle is nonzero_row^1[r][s] to either true or false based on is nonzero[1] (line 52).

V. Experimental Results

We evaluate SNIG’s performance on the official MIT/IEEE/Amazon HPEC Sparse DNN Challenge Dataset [8]. All experiments ran on an Ubuntu Linux 5.0.0-21-generic x86
Algorithm 1: Inference kernel

Input: col w: array of column offsets of the weight matrix
Input: row w: array of row indices
Input: val w: array of values
1 \( r \leftarrow \text{block.x} \)
2 \( s_0 \leftarrow \text{block.y} \)
3 \( \text{tid} \leftarrow \text{thread.y} * \text{blockDim.x} + \text{thread.x} \)
4 \( \text{num_threads} \leftarrow \text{blockDim.x} * \text{blockDim.y} \)
5 \( \text{is.all.zero} \leftarrow \text{true} \)
6 for \( s_i \leftarrow 0; s_i < \text{num.secs}; ++s_i \) do
7 \( \text{is.all.zero} \&\& \text{is.nonszero.row}^0[r][s_i] \) end
8 \text{end}
9 if \( \text{is.all.zero} \Rightarrow \text{true} \) then
10 \( \text{if is.nonszero.row}^1[r][s_0] \Rightarrow \text{true} \) then
11 \( \text{for } j \leftarrow \text{tid}; j < \text{sec.size}; j += \text{num.threads} \) do
12 \( \gamma^1[r][\text{sec.size} * s_0 + j] = 0 \)
13 \text{end}
14 \text{__syncthreads}()
15 \( \text{is.nonszero.row}^1[r][s_0] \leftarrow \text{false} \)
16 \text{end}
17 \text{return}
18 \text{end}
19 \text{extern __shared__ \_results[]}
20 for \( k \leftarrow \text{tid}; k < \text{sec.size}; k += \text{num.threads} \) do
21 \( \text{results}[k] \leftarrow \text{bias} \)
22 \text{end}
23 \text{__shared__ \_is.nonszero[2]}
24 \text{is.nonszero} \leftarrow \text{false}
25 \text{__syncthreads}()
26 for \( s_i \leftarrow 0; s_i < \text{num.secs}; ++s_i \) do
27 \( \text{if is.nonszero.row}^0[r][s_i] \) then
28 \text{continue}
29 \text{end}
30 \text{for } j \leftarrow \text{tid}; j < \text{sec.size}; j += \text{blockDim.y} \text{do}
31 \( y^0[j] \leftarrow \gamma^0[r][j] \)
32 \text{if } y^0[j] \Rightarrow \text{false} \) then
33 \text{continue}
34 \text{end}
35 \text{for } k \leftarrow \text{tid}; k < \text{sec.size}; k += \text{blockDim.x} \text{do}
36 \( w^0[j] \leftarrow \text{col.w}[s_0 * \text{num.neurons} + j] + \text{thread.x} \)
37 \text{atomicAdd} \& results[w^0[j] - s_0 * \text{sec.size}], \( y^0[k] \leftarrow \text{val.w}[k] \)
38 \text{atomicAdd} \& results[w^0[j] - s_0 * \text{sec.size}], \( y^0[k] \leftarrow \text{val.w}[k] \)
39 \text{end}
40 \text{end}
41 \text{__syncthreads}()
42 \text{for } i \leftarrow \text{tid}; i < \text{sec.size}; i += \text{num.threads} \text{do}
43 \( v \leftarrow \text{min}(32, \max(\text{results}[i], 0)) \)
44 \( \gamma^1[r][s_0 * \text{sec.size} + i] \leftarrow v \)
45 \( \text{is.nonszero[v]} \leftarrow \text{true} \)
46 \text{end}
47 \text{__syncthreads}()
48 \( \text{is.nonszero.row}^1[r][s_0] = \text{is.nonszero} \)

64-bit machine with 40 Intel Xeon Gold 6138 CPU cores at 2.00 GHz, 4 GeForce RTX 2080 Ti GPUs with 11 GB memory, and 256 GB RAM. We compiled all programs using Nvidia CUDA nvcc 10.1 on a host compiler of GNU GCC-8.3.0 with C++14 standards -std=c++14 and optimization flags -02 enabled. All data is an average of ten runs with float type.

A. Baseline

We consider BF and GPipe* methods for our baseline. The BF method is the champion solution of the 2019 HPEC Sparse DNN Challenge [17]. We implemented the BF method and its kernel using CUDA streams and OpenMP. The original BF method relies on NVLink to transparently exchange data among GPUs using unified addressing. Since we do not have NVLink, such a process can be very time-consuming. We manually partition the input data in the beginning evenly across GPUs and spawn one OpenMP thread to call the inference function per GPU. We implemented the GPipe* method based on GPipe [18]. GPipe is an iterative framework for training large DNNs. We extended its idea to inference by partitioning the DNN into multiple stages across GPUs and pipelining each data batch’s execution over these stages using CUDA streams and OpenMP threads. For fair purposes, the inference kernel inside the pipeline is the same as SNIG. We configure the block dimension of all kernels to \( 2 \times 512 \), the batch size of input data to 5000 for SNIG and GPipe*, and the number of weight buffers to 2 for SNIG. We will discuss the effect of different parameters in the later section.

B. Performance Comparison

Table II compares the overall inference rate and runtime performance between SNIG, BF, and GPipe* using one, two, three, and four GPUs. The result of BF method is different from BF paper due to different GPU platforms. SNIG outperforms BF and GPipe* across nearly all benchmarks. With 4 GPUs, SNIG is 2.3 \times faster than BF on the largest DNN of 65536 neurons and 1920 layers and is 2.2 \times faster than GPipe* on the DNN of 65536 neurons and 120 layers. The BF method failed to finish the largest DNN of 65536 neurons and 1920 layers within a reasonable amount of time (\( > 1800 \) seconds) under one and two GPUs. This is because BF requires the entire input data to sit in the GPU under unified memory addressing to implement load balancing. CUDA will keep fetching in and out data between CPUs and GPUs if partitioned data does not fit in a GPU’s memory. Its kernel design is architecturally constrained by the number of GPUs and available memory. Similar problems exist in the GPipe* method as well since GPipe* requires the entire model to sit in GPUs. We observe long runtime of GPipe* to complete the DNNs of 65536 neurons and 1920 layers.

Figure 3 plots the scalability over increasing number of GPUs. Our runtime scales the best among the three methods. In the 16384 × 1920 scenario, SNIG speeds up BF by 1.7 ×, 1.8 ×, 1.7 ×, and 1.8 × at 1, 2, 3, and 4 GPUs, respectively. In the 65536 × 1920 scenario, SNIG speeds up GPipe* by 1.9 ×, 2.1 ×, 2.0 × at 2, 3, and 4 GPUs, respectively. We attribute this to the synchronization overhead of both methods (BF at each iteration, GPipe* at each pipeline stage). Figure 4 plots the scalability over increasing number of neurons. SNIG
Both our in-kernel pruning strategy and task parallelism. Figure 5 of our runtime is much slower than BF and GPipe. ∗ SNIG outperforms BF and GPipe in all scenarios. The growth rate of our runtime is much slower than BF and GPipe, due to our in-kernel pruning strategy and task parallelism. Figure 5 illustrates the peak GPU memory usage of each method. Both SNIG and BF demand less memory than GPipe∗ because of buffered rolling swap, whereas GPipe∗ stages the model across GPUs. Our memory is fewer than BF due to batched input data.

### Table II

<table>
<thead>
<tr>
<th>Neurons</th>
<th>Layers</th>
<th>BF</th>
<th>SNIG</th>
<th>BF</th>
<th>GPipe∗</th>
<th>SNIG</th>
<th>BF</th>
<th>GPipe∗</th>
<th>SNIG</th>
<th>BF</th>
<th>GPipe∗</th>
<th>SNIG</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>4096</td>
<td>345</td>
<td>209</td>
<td>576</td>
<td>1116</td>
<td>695</td>
<td>689</td>
<td>867</td>
<td>768</td>
<td>1248</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024</td>
<td></td>
<td>480</td>
<td>276</td>
<td>140</td>
<td>2112</td>
<td>1122</td>
<td>1483</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1920</td>
<td></td>
<td>586</td>
<td>786</td>
<td>1871</td>
<td>2187</td>
<td>1876</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4096</td>
<td></td>
<td>586</td>
<td>786</td>
<td>1871</td>
<td>2187</td>
<td>1876</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16384</td>
<td></td>
<td>1066</td>
<td>1332</td>
<td>1920</td>
<td>3798</td>
<td>2506</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65536</td>
<td></td>
<td>1066</td>
<td>1332</td>
<td>1920</td>
<td>3798</td>
<td>2506</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Overall inference rate (gigaedges processed per second) and runtime performance (seconds) of SNIG, BF, and GPipe∗ across one, two, three, and four GPUs. Bold text represents the best solution in the corresponding benchmark. All results match the golden reference provided by the MIT/IEEE/Amazon Sparse DNN Challenge [8]. Since the GPipe∗ method is staged on the number of GPUs, we do not report its runtime under one GPU.

Fig. 3. Execution time with different numbers of GPUs.

Fig. 4. Execution time with different neurons under 4 GPUs.
The total number of threads \( \times \) \( \times \) \( \times \) remains 1024.

The execution timeline of each method on completing 65536 neurons and 1920 layers under 4 GPUs.

Figure 6 plots a partial GPU execution timeline of each method using the data extracted from NVIDIA Visual Profiler [24] under the same time scale. Since SNIG and BF do not pipeline the model across GPUs, both methods require weight copy during the inference iterations. However, the time for data transfers is largely overlapped with the kernel computation (i.e., task parallelism in SNIG and stream parallelism in BF). In SNIG, each GPU performs the inference on a data batch independently, and thus the runtime of each GPU is different. The execution timeline of GPipe at each GPU is more fragmented and discontinued than SNIG and BF. This is because computation and GPU-to-GPU data transfers at each pipeline level need to synchronize before moving to the next stage. For example, we can clearly see several white spaces between successive GPU operations at GPU 1 and GPU 2.

C. Parameter Sensitivity

Figure 7 shows the impact of different block dimensions. All implementations have the same trend and perform better at lower \( \times \) \( \times \) \( \times \) especially under a large number of neurons. All kernels read input data along \( \times \) \( \times \) \( \times \) dimension and iteratively access weights along \( \times \) dimension. Since weights are sparse matrices, the overhead is dominated by reading input data. Figure 8 shows the impact of different input batch sizes in SNIG and GPipe. Partitioning input data with too small batch size results in a lousy performance, while a bigger batch size doesn’t gain speedup. GPipe has a higher growth rate of runtime than SNIG. We attribute this to the architecture of GPipe and GPU memory limitation. Since GPipe pipelines computation across GPUs, large input batch size of large DNNs causes long GPU-GPU data communication times. SNIG does not require any GPU-GPU data transfers.

VI. CONCLUSION

In this paper, we have introduced SNIG, an efficient inference engine for large sparse DNNs. We have described the inference workload in a task graph comprising both data- and model-level parallelisms. Our decomposition method can scale to arbitrary sizes of DNN and input data under different numbers of GPUs. Our in-kernel pruning strategy avoids unwanted computation incurred by sparsified network and data, in no need of additional CPU-GPU synchronization to repartition data. With 4 GPUs, SNIG is 2.3 times faster than BF and is 2.0 times faster than GPipe on the largest DNN of 65536 neurons and 1920 layers (more than 4 billion nonzero parameters).
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