
IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 32, NO. 8, AUGUST 2013 1151

A Reliability-Oriented Placement Algorithm for
Reconfigurable Digital Microfluidic Biochips Using

3-D Deferred Decision Making Technique
Ying-Han Chen, Chung-Lun Hsu, Li-Chen Tsai, Tsung-Wei Huang, and Tsung-Yi Ho, Senior Member, IEEE

Abstract—In recent studies, digital microfluidic biochips
(DMFBs) have been a promising solution for lab-on-a-chip and
bio-assay experiments because of their flexible application and
low fabrication cost. However, the reliability problem is an
imperative issue to guarantee the valid function of DMFBs. The
reliability of DMFBs decreases when electrodes are excessively
actuated, preventing droplets on DMFBs controlled successfully.
Because the placement for bio-assays in DMFBs is a key step
in generating corresponding actuating signals, the reliability
of DMFBs must be considered during biochip placement to
avoid excessive actuation. Although researchers have proposed
several DMFB placement algorithms, they have failed to con-
sider the reliability issue. In addition, previous algorithms were
all based on the simulated-annealing (SA) method, which is
time consuming and does not guarantee to obtain an optimal
solution. This paper proposes the first reliability-oriented non-
SA placement algorithm for DMFBs. This approach considers
the reliability problem during placement, and uses the 3-D
deferred decision making (3D-DDM) technique to enumerate only
possible placement solutions. Large-scale DMFB placement can
be synthesized efficiently by partitioning the operation sequential
graph of bioassays. Experimental results demonstrate that the
proposed technique can achieve reliability-oriented placement
for DMFBs without excessive actuation in each electrode, while
optimizing bioassay completion time.

Index Terms—3-D placement, digital microfluidic biochips,
reliability.

I. Introduction

DROPLET-BASED digital microfluidic biochips (DMFBs)
have received much attention in laboratory experiments
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Fig. 1. Schematic view of a DMFB.

due to their portability, high throughput, high sensitivity,
limited human intervention, and low sample volume consump-
tion [3]. Practical bio-assays, such as clinical diagnostics,
DNA analysis, environmental toxin monitoring, and drug
discovery, have been successfully realized on DMFBs. The
DMFB users can obtain bio-assay results in a very short
execution time by separating liquids into discrete droplets with
flexibly controlled signals [4], [12].

A DMFB consists of a 2-D electrode array and peripheral
devices (e.g., optical detector, dispensing port) [12] (Fig.
1). Droplets are controlled by underlying electrodes using
electrical actuations to generate electrowetting force (i.e., a
principle called electrowetting-on-dielectric or EWOD) [8].
By assigning time-varying control signals to actuate and de-
actuate electrodes, droplets can be moved around the entire
2-D array to perform fundamental operations (e.g., dispensing
and mixing). These operations are carried out under clock
control in a reconfigurable manner because of their flexibility
in spatial and time domain [1].

In realizing DMFBs, the correctness of the bio-assay results
on DMFBs is a crucial requirement, especially for medical
applications [8], [1]. Bio-assays are realized on DMFBs by
binding, scheduling, and placing each bio-assay operation on
corresponding electrodes of DMFBs. To guarantee the high
throughput rate and correctness of bio-assays, the reliability of
electrodes in DMFBs must be considered, while minimizing
the bio-assay completion time. However, the first reliability
problem occurs when parts of electrodes are actuated more
frequently. The problem gets worse in previous placement al-
gorithms [10], [15], which are all focused on only minimizing
bio-assay completion time, and some electrodes in a DMFB
placement result may be actuated many more times (highly ac-
tuated) than others (lowly actuated). For example, Fig. 2 shows
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Fig. 2. (a) Sequential graph of a bio-assay with four operations. (b) Cor-
responding placement of the bio-assay without reliability considerations,
and one EA electrode A and maximum actuating time at electrode A.
(c) Corresponding reliability-oriented placement without EA electrode and
minimized the maximum actuating time.

two placements for the same bio-assay, and the bio-assay
completion times are the same for both placement results.
The maximum actuating time of the two placement results for
each electrode both occurs in electrode A, but the maximum
actuating time in Fig. 2(b) is higher than 2(c). Maximum
actuating time in Fig. 2(b) is reduced to two-thirds compared
to 2(c). Electrode A in (b) may break down sooner, causing
DMFB failure. Hence, one goal of a reliability-oriented DMFB
placement is to minimize the maximum actuating times of all
electrodes in a DMFB placement (i.e., to average actuating
times of all electrodes).

The second reliability issue is the problem of trapped
charges in the dielectric insulator or the actuated electrode
metal layer of the chip [10], [12]. This charge problem is
the result of excessively actuated (EA) electrodes, which
consecutively actuate electrodes without restriction (i.e., elec-
trodes are actuated for too long time without de-actuating).
The charge problem eventually causes permanent dielectric
degradation [2]. In this scenario, droplet movements are un-
predictable because droplets cannot be moved in expected
directions. Therefore, the reliability of a DMFB is significantly
degraded by EA electrodes. For example, the electrode A in
Fig. 2(a) is an EA electrode because A is actuated for three
consecutive times. Fig. 2(b) provides a reliability-oriented
placement solution without EA electrodes. Hence, the two
major goals of synthesizing reliability-oriented placements for
DMFBs are to minimize the maximum actuating time of each
electrode and to avoid EA electrodes while minimizing the
bio-assay completion time. This approach gaurantees high
throughput and correctness of DMFBs simultaneously.

However, only one paper has addressed the reliability
problem to eliminate the existence of EA electrodes [5].
Although additional EAs are avoided at this stage based on
the results of DMFBs’ placements, the inherent EA problem
from placement remains unsolved. Highly actuated electrodes
represent another reliability issue in the previous paper. The
solution of avoiding the reliability problem is to minimize
the maximum actuating times, and to eliminate EA electrodes
during DMFB placement stage, which is the first stage of
synthesizing DMFB.

Current DMFB placement methods [6], [10], [11], [15] have
introduced the reliability problem inherently by only mini-
mizing the bio-assay completion time. Hence, the reliability-

oriented placement algorithm for DMFB is an essential re-
quirement to ensure the correctness of DMFB applications.
This paper proposes a novel reliability-oriented placement
algorithm to tackle this problem efficiently and effectively.

This paper offers the following contributions.

1) Reliability-oriented placement algorithm: This paper
considers the causes and factors that affect reliability and
incorporate the attributes that are favorable for reliability
improvement during synthesizing placements.

2) 3-D deferred decision making (3D-DDM) algorithm
for 3-D placement: This paper proposes the first non-
SA 3-D placement algorithm, called 3D-DDM, for
DMFBs. By enumerating possible module combinations
and merging the combinations into several feasible
placements, this paper can obtain 3-D placement results
with minimized assay completion time. Moreover, in
order to speed up the computation time, this paper also
proposes a novel technique that prunes most redundant
computations without affecting solution quality.

3) Minimize the maximum electrode actuating time algo-
rithm: After obtaining several placement results from
3D-DDM, this paper uses two-stage adjustment method
and dynamic programming technique to rearrange the
position of each module in placements. This approach
minimizes the maximum electrode actuating time.

4) Multilevel partition: This paper uses the multilevel
partition method on the operation graph of bio-assays
to enhance the 3D-DDM efficiency. We first map the
original bio-assay graph into a tree structure to reduce
the computing complexity. Next, we can efficiently
handle the 3-D placement problem by dividing large tree
structures into small multilevel groups with minimized
edge cuts among each group.

This paper demonstrates the effectiveness of the proposed
reliability-oriented 3-D placement algorithm using protein and
several kinds of in-vitro assays. Compared with previous
DMFB placement algorithms, this proposed algorithm can
easily solve the reliability issue, while synthesizing the DMFB
placement. Experimental results show that this algorithm can
satisfy the reliability consideration and simultaneously opti-
mize bio-assay completion time for DMFBs.

The remainder of this paper is organized as follows.
Section II presents the related preliminaries, including reli-
ability issue and the conventional 2-D deferred technique.
Section III formulates the reliability-oriented placement prob-
lem. Section IV presents the proposed 3-D defer deci-
sion making (3D-DDM) placement algorithm, and related
methods to enhance the reliability of DMFB placement.
Finally, Sections V and VI present experimental results and the
conclusion.

II. Preliminaries

A. Review of Reliability-Oriented Design Model

When using a DMFB, correct droplet operations must be
ensured to obtain a valid result for bio-assays. However, the
reliability problem is encountered when any droplet cannot be
controlled by electrodes. This section highlights the causes of
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Fig. 3. Residual-charge phenomenon.

degrading reliability and mention the solution of correspond-
ing problems.

1) Minimizes the Maximum Actuating Time of Electrodes:
The optimizing objective of conventional DMFB placement
algorithms is to minimize the bio-assay completion time.
However, the compact 3-D placement results from previous
algorithms imply that some electrodes are actuated more times
(highly actuated) than others (lowly actuated). According to
the physical characteristics and fabricating process of elec-
trodes [5], [8], each electrode in a DMFB array is identical.
Thus, the lifetime of the DMFB becomes shorter dramatically
when some electrodes are highly actuated. Hence, the max-
imum actuated time of each electrode must be minimized
in each DMFB to extend the lifetime of electrodes, while
minimizing the bio-assay completion time.

2) Charge Problem in Excessive Actuated Electrode:
Droplets may be stuck on an electrode or even be wrongly split
when charges accumulate on an electrode because of excessive
actuation [8], [13] without proper deactivation.

The charge problem occurs when an electrode is actuated
over a certain successive period and charges accumulate on
the electrode [8], [10] (Fig. 3). In this condition, the behavior
of droplets cannot be predicted because of unknown charges
exist in the electrode. Although several methods can be used
to overcome this problem, they are all based on the results of
placement. Physical experiments have shown that only part
of the accumulated charges can be removed by additional
grounding time [8], preventing the bio-assay from completing
in a reasonable time. Therefore, good DMFB placement must
be provided to avoid any EA electrodes, while simultaneously
minimizing the bio-assay completion time.

Depending on the causes of EA electrode, the reliability
can be enhanced during synthesis DMFBs by computer-aided
design tools. Because the placement is the first stage in
generating the actuating sequences for each electrode, we can
guarantee no EA condition occurs in each electrode. Hence,
this paper adopts the reliability constraint function f (r) in
[8] to show that every continuous executing operation for r

seconds in every electrode should be followed by deactivation
for at least f (r) seconds. The function f (r) was experimentally
set as f (r) = r/11 + 1 to avoid charge problems [5], [8].

B. Review of 2-D Deferred Decision Making Technique

Because the DMFB placement problem is similar to the
3-D fixed-outline placement problem, which is an extending
problem of 2-D placement in the x–y plane with an additional
dimension of t-axis (time domain axis), it is possible to apply
3-D placement algorithms to DMFB placement. However, pre-
vious DMFB placement algorithms were implemented using
the simulated-annealing (SA) method [11], [15], which is time

Fig. 4. (a) Obtaining the 2-D curve C from merging curves A and B. (b) 2-D
curve C is part of combination results by merging each block from 2-D curves
A and B in every possible different direction. (c) List of all combinations
of slicing tree structures of T2, T3, and T4. (d) Combining all results with
enumerations from the same node into a single node.

consuming and cannot guarantee an optimal solution. A non-
SA placement algorithm, called the 2-D deferred decision
making (DDM) technique, was proposed [14] to obtain an opti-
mal solution efficiently. Unfortunately, the time complexity of
that approach increases exponentially with the third dimension
when applying 2D-DDM to the 3-D DMFB placement prob-
lem. Thus, this paper proposes a novel 3D-DDM algorithm to
efficiently obtain reliability-oriented placement.

Before introducing the 3D-DDM, this section reviews the
conventional 2D-DDM algorithm [14], which enumerates ev-
ery possible module placement combination by dynamic pro-
gramming and stores the results in a slicing tree structure.

1) Slicing Tree Structure: To handle the 2-D placement
problem easily, the 2D-DDM algorithm uses a slicing tree
structure, in which each leaf denotes a module with all possible
orientations, and each internal node denotes how the two
modules associated with its child nodes are merged, including
horizontal and vertical merges. An internal node in the tree
enumerates all possible ways to merge the two subfloorplans
associated with its child nodes, and store results in the form of
monotonically decreasing curve, known as a 2-D curve. This
step significantly decreases computation complexity because
only smaller width (height) of merged results with the same
height (width) are stored in the 2-D curve. By constructing the
slicing tree from leaves to root, more than one 2-D placement
result can be obtained and stored in the root of slicing tree,
and one optimized placement solution is chosen from the root
of the slicing tree.

2) Enumerative Placements: To achieve optimal place-
ment, the 2D-DDM algorithm enumerates all block permu-
tations and stores them in a slicing tree. The efficient enu-
merative packing technique proposed in [15] uses dynamic
programming to enumerate all possible slicing permuting
structures and to build up the final 2-D shape curve. Fig. 4(a)
and (b) represents how two blocks a and b are merged to
form a new block c, and new merged 2-D curve C from A

and B. Fig. 4(c) also shows the enumerating examples from
two to four nodes (i.e., modules in a slicing tree). Because
the generalized slicing tree does not differentiate the left-right
order, the number of slicing trees is reduced. For example,
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there are only two slicing trees with four leaf nodes: T4a and
T4b in Fig. 4(c). The advantage of dynamic programming with
the data structure of the slicing tree significantly reduces the
computation complexity of 2D-DDM [15].

III. Problem Formulation

Based on previous discussion, the reliability-oriented place-
ment problem for DMFB can be summarized as follows.

Input:

1) A module library: The library contains modules for
each type of operation, such as mixing and dilute, with
different dimension (i.e., width, length, and executing
duration).

2) Bioassay protocol: Given an acyclic graph G = (V, E),
where the vertex set V = {v1, · · · , vm} and the edge set E

= {e1, · · · , en} denote the operations and the precedence
relations between two operations. The graph G is also
called a sequential operation graph.

3) Design specifications: Given the maximum allowable
execution time, T , the size of microfluidic array, W ×H ,
and the available number of each type of resources as
design constraints.

Constraint:

1) Reliability constraint: An electrode cannot be activated
for more than the limited continuously time period to
prevent the charge problem.

2) Precedence constraint: The precedence relationship ex-
ists between two vertices vi and vj . If vi is a predecessor
of vj in the sequencing graph, vj can only start after vi

is finished.
3) Resource constraint: Resources include the dispensing

port of the specific regent buffer or sample and the
optical detector. Based on the available number of re-
sources, there cannot be more than the available number
of each type of resource at the same time. In addition, the
optical detector is a special resource because its location
is decided at the fabrication stage and is fixed.

4) Storage constraint: After all the operations are scheduled
and bound into a placement, the storage unit should be
inserted between the precedence vi and succession vj to
guarantee a space for storing the droplet if the successive
operation vj does not start right after the finish of the
precedent operation vi.

5) Fixed-outline constraint: The area occupied by all the
modules cannot exceed the dimension of the chip.

6) Nonoverlapping constraint: At any time, no two modules
can overlap.

Objective: To synthesize a reliability-oriented placement
for DMFBs by scheduling the bio-assay operation, binding
assay operation to resources, and creating a 3-D fixed outline
layout with optimized biochip assay completion time while
minimizing the maximum electrode actuating time.

Fig. 5 shows the 3-D placement flow for DMFBs and a
corresponding example.

Fig. 5. DMFB placement synthesizing flow. (a) Sequencing graph for a
bioassay protocol. (b) Module library. (c) Design specification. (d) Resource
binding results. (e) Scheduling of modules. (f) Placement results of modules.

IV. The Proposed Algorithms

The complexity of the 3-D placement problem for DMFB
is increased with reliability constraint while optimizing assay
completion time, minimizing the maximum electrode actuating
time, and avoiding EA electrodes. An intuitive method to
incorporate the reliability issue into a given placement results,
which can be obtained using recent methods [11], [15], seems
to be workable. However, this intuitive method encounters
several serious drawbacks, particularly in terms of minimiz-
ing assay execution time. We list two major deficiencies as
follows.

1) Post incorporating the reliability constraint may insert
many deactivated units into a given placement result
to solve the charge problem. However, the operation
starting time of some modules in this placement must be
postponed to produce extra spaces for these deactivated
units. Unfortunately, the bio-assay completion time with
post processing then becomes much longer than the
original one [5].

2) The 3-D placement algorithms in X × Y × T should be
modified to satisfy the reliability constraint and to mini-
mize the maximum electrode actuating time in each SA
iteration. Thus refined algorithms are too complicated to
obtain a feasible solution within an acceptable algorithm
executing time.

Thus, this paper proposes the 3D-DDM algorithm to ob-
tain the optimized reliability-oriented 3-D placement. First,
take operation sequential graph of a bio-assay as input and
transfer the graph into a tree structure. Then, partition the
graph into multi-level groups by considering the precedent
constraint carefully. Next, we propose the 3D-DDM to enu-
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Fig. 6. Overall flow of reliability-oriented placement algorithm for DMFB.

Fig. 7. (a) Original operation sequential graph. (b) Graph is partitioned
into two groups with minimum number of precedence constraint (edge cut).
(c) Multilevel group result.

merate all possible placements efficiently. During 3D-DDM,
satisfy precedence constraint and preserve the storage space
simultaneously. The two-step min-max method then minimizes
the maximum actuating time of each electrode in DMFBs.
Compared with only one possible solution from SA method,
3D-DDM obtains several possible 3-D enumerated placements,
and we try to insert resource modules and storage units into the
proper spaces in all possible 3-D placements. These modules
can insert into 3-D placements easily because they need only
small spaces compared to reconfigurable modules. Finally, we
can avoid EA electrode and choose the reliability-oriented 3-D
placement with optimized assay completion time. Fig. 6 shows
the overall flow of the proposed algorithm, and each step is
explained in the followings.

A. Partition and Group Operation Graph

After obtaining an operation sequential graph from the bio-
assay as an input, use 3D-DDM for a DMFB placement.
However, because more than one complicated bio-assay is
integrated in one DMFB, the number of operation increases
hugely. The protein bio-assay is an example of a large size
of operation graph, with 103 operations (internal nodes) [9].
Although the dynamic programming technique is implemented
when enumerating all possible placement results, the number
of enumerations still grows exponentially [14]. Hence, we
propose a multi-level partition method, a divide-and-conquer
techniques uses recursively divide groups with a huge num-
ber of operations into smaller groups. Thus, the placement
problem can be solved hierarchically from low-level groups
to top-level groups.

During partition step, the precedence relationships among
operation pairs must be considered carefully because the
complexity of verifying precedence constraints increases when
more precedent relationships exist among groups. On the
other hand, groups are formed with the fewest precedent

Fig. 8. Merge flow of 3-D generalize slicing tree in the proposed 3D-DDM.

constraints among groups, so the complexity of verifying the
precedent constraint is minimized by the 3D-DDM algorithm
(Fig. 7). Because of the operation sequential graph of bio-
assays, cut one of the two branches of dilution operation
because only dilution operations have more than one branch.
Moreover, when dividing the sequential operation graph, cut
the least number of edges in the graph to form approxi-
mately equal sub-trees recursively until each size of sub-trees
is solvable.

B. 3-D Deferred Decision Making Technique

Next, the grouped operation graph is used as the input
of the 3D-DDM to minimize the DMFB assay completion
time. Enumerating the permutations of all three directions
directly is the conventional method of transferring the DDM
technique from 2-D to 3-D. However, the overhead of this
method is unacceptable because the time complexity grow
from O(NlogN) to O(N4) [14], where N is the total number of
modules (operations) of a placement problem. The increased
complexity is caused by introducing the third axis.

This paper proposes an efficient implementation of 3D-
DDM to divide the 3-D merging procedure into three in-
dividual directions, and further prevent redundant merging
and verifying trials when preserving smaller size of merged
permutations. Fig. 8 shows the 3D-DDM algorithm divided
into three steps:

1) create three one-direction 3-D surfaces Cx, Cy, Cz, by
merging two modules only according to x-, y-, and z-
direction, respectively;

2) combine the three 3-D surfaces to form a complete 3-D
surface Cxyz, which contains all results of three direction
merging;

3) obtain all possible placement results for the DMFB by
constructing the slicing tree from bottom to top.

Store our solutions as 3-D points, which contains the infor-
mation of the new merged module size and module’s position
in 3-D space. These 3-D points form a 3-D surface, the same
concept of 2-D curve, with the smaller 3-D module size as
possible solutions from 3D-DDM. Hence, the root of the
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Algorithm 1: Conventional One-direction 3-D Surface
Merge Algorithm

Input : two 3-D surfaces A and B

begin1
Create null new 3-D surface C2
while Not all pair(ai,bj) are tried do3

/* ai ∈ A and bj ∈ B */
Create a point c′ by combining choosing the pair (ai,bj)4
while Not all points ck in C are checked do5

if c′
x ≥ ckx and c′

y ≥ cky and c′
z ≥ ckz then6

Discard c′7
else if c′

x < ckx and c′
y < cky and c′

z < ckz then8
Discard ck from Surface C9

if c′ is not discarded then10
Add c′ into Surface C11

end12

Output: A merged 3-D surface C

slicing tree is a 3-D surface with all possible DMFB 3-D
placement results.

1) Step 1: One-Direction 3-D Surface Merge: When two
child nodes (3-D surfaces) A and B are merged into one new
one-direction 3-D surface C, a one-direction 3-D surface C

is created by merging points a ∈ A and b ∈ B into a new
point c for only one certain merging direction (Fig. 8). The
conventional merging method shown in Algorithm 1 creates a
new merged point c′ by merging a and b, and the point c′ either
adds to 3-D surface C (lines 12 and 13) or replace previous
added point ck (lines 8–9) in C. Obviously, the conventional
algorithm needs unnecessary computations for these kind of
redundant points ck.

The concept of our proposed algorithm is to prevent the
redundant points adding into the merged 3-D surface C.
Because most merging points c′ have larger sizes and will
not exist in the new 3-D surface C, the total number of
points in C, Ncut , is much smaller than the total num-
ber of point, N, in A and B. Hence, the time complex-
ity of our proposed algorithm is reduced dramatically from
O(N4) to O(N4

cut). The proposed one-direction 3-D surface
merge method is much more efficiency than conventional
method.

This section explains our one-direction 3-D surface merge
algorithm in Algorithm 2. First, define the reference axis,
which is chosen from one of the other two nonmerging
directions, to simplify the merging step. This paper uses the
terms t-, t-, and x-axis as the reference axes for the x-, y-, and
z-direction merge, respectively, for later merging.

This paper uses the x-direction 3-D surface merge to explain
Algorithm 2. A new array K consists of all points in A and
B, and points ki ∈ K are sorted in the increasing order
of reference axis (t-axis) (line 4). Next, choose ki from K

accordingly, and add the point ki to set A∗ (or B∗) if ki is a
point from A (or B). The set A∗ (or B∗) consists of points in
A and B regardless the reference axis, and 2-D curves can be
found in set A∗ and B∗ without considering t-axis. Because
point ki is chosen from K in the increasing order of reference
axis (t-axis), the 2-D curves and their set A∗ and B∗ have
following features:

Fig. 9. Concept of the 2-D curve and its set. (a) All points in set A∗, and
2-D curve of A∗ consisting of the points with smaller sizes in set A∗. (b) Point
ki is selected from sorted array K according to the reference axis, t-axis. If
ki is from set B, then ki is added to set B∗ and update the 2-D curve of B∗.
Because ki is selected according to the t-axis, the points in sets A∗ and B∗ are
also sorted in the increasing order of the t-axis. Once we choose a point ki,
we merge it with other points whose t-axes are no larger than it. For example,
when we choose B2, the points whose t-axes are no larger than B2 are A1
and A2. (c) When choosing B2 as ki, we only need to merge B2 with A2.
Because only A2, which is on the 2-D curve of A∗, is with the smaller size.
Compared to conventional method. (d) We construct the new 3-D surface by
sequentially merging B1 with A1, A2 with B1, B2 with A2, A3 with B2, B3
with A2 and A3. (e) In the conventional method, total nine permutations are
tried and three merged points are added to 3-D curves and then abandoned
later.

Features of the 2D curve in set A∗ and B∗:

1) The reference axis (t-axis) of all points in set A∗ and
B∗ is less than or equal to the reference axis (t-axis) of
the next new point ki during the merging step.

2) Because the size (regarding to x- or y-axis) of points
on the 2-D curves of A∗ and B∗ is smaller than other
points out of curves, the next new point ki only has
to merge with the points on the 2-D curves to get
a new smaller point c′ (line 11). That is, we prevent
unnecessary computation by only merging ki with points
with smaller size.

3) The 2-D curves of A∗ and B∗ are stored in monotonic
form. Therefore, the efficient search method like binary
search method can be used to determine whether c′ is
smaller or not.

Next, merge ki, which is in A (or B), only with points in the
2-D curve of set B∗ (or A∗) into c′ (Fig. 9). Add the newly
merged point c′ to new 3-D surface Cx only when the size
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of c′ is smaller than x- and y-axis, and any point in C will
not be discarded in the following merging step because the
t-axis of every point in C is no larger than the newly merged
point c′. The possible x-direction merged placement results
with smaller size are the stored in 3-D surface Cx. Algorithm 2
shows the complete proposed one-direction 3-D surface merge
algorithm, and an example is also in Fig. 9.

Compared to the conventional algorithm, the proposed al-
gorithm offers a speed increase from O(N4) to O(N4

cut), where
Ncut � N, because of the following.

1) In the conventional algorithm, all new points c′ may be
added into C (Algorithm 1, lines 6 and 7), and in most
cases the point c′ is discarded later, so called redundant
points (Algorithm 1, lines 8 and 9); in contrast, our
proposed algorithm does not add any redundant points
to the new 3-D surface C (Algorithm 2, lines 10–19)
because of the first feature of the 3-D surface. Hence,
the proposed algorithm dramatically enhance efficiency
without storing and comparing redundant points.

2) The proposed algorithm simplifies the 3-D surfaces A

and B into set A∗ and B∗ and their 2-D curves according
to the reference axis. Only points on the 2-D curves of
set A∗ and B∗ are merged (Algorithm 2, line 12) because
of the 2nd feature of the 3-D surface, while all the points
in A and B are merged and tried in the conventional
algorithm.

3) When comparing the module size of a newly merged
point c′ with points on 3-D surfaces C, only points in
C’s 2-D curve will be checked because of the 1st feature
of the 3-D surface. The time complexity to check the
size of point is only O(log(N)) by using the binary
search method (Algorithm 2, lines 13–18) because the
2-D curves C∗ are monotonically sorted, the 3rd feature
of 3-D surface.

2) Step 2: 3-D Surface Merge From Three One-Direction
3-D Surfaces: After the three one-direction 3-D surfaces with
different merging directions, Cx, Cy, and Cz, are created,
combine these three surfaces into a complete 3-D merged sur-
face. Because the three surfaces are merged in their individual
directions, this step only needs combine all points in these
three 3-D surfaces into one surface and discard points with
larger sizes.

To reduce the time complexity, use a method similar to the
one-direction 3-D surface merge method to reduce redundant
the number of checking points: an array K consists of all
points in Cx, Cy, and Cz and is then sorted in increasing order
according to the t-axis points. Again, a 2-D curve is used to
create 3-D surface Cxyz during the merging procedure. This
produces a new 3-D surface from the two 3-D surfaces of
A and B after combining all points in Cx, Cy, and Cz, and
removing points with larger sizes.

3) Step 3: Construct Slicing Tree: After enumerating all
placement permutations from nodes A and B to form a new
node C in the slicing tree, we can construct the partition-
and-grouped sequential graph into a complete slicing tree. All
possible placement results are then stored in the root of the
complete slicing tree.

Algorithm 2: Proposed One-direction 3-D Surface Merge
Algorithm

Input : two sorted 3-D surfaces A and B

begin1
/* the concept of reference-axis is introduced

here to simply 3-D to 2-D curve. */
/* for x-direction merge, the reference-axis

is t-axis. */
Create a 3-D surface C;2
Create empty 2-D curve A∗, B∗, and C∗;3
/* the 2-D curves only store the two axes’s

value except the reference-axis */
Create a new array K from all points in A and B in increasing4
order of reference-axis value;
for i = 1 to | K | do5

choose a point ki from K;6
this 2D curve = ki’s 2-D curve;7
co 2D curve = the other 2-D curve;8
/* For example, when ki ∈ A, this 2D curve

is A∗ and co 2D curve is B∗, and vice
versa */

add ki into this 2D curve and update this 2D curve9
for j = 1 to | co 2D curve | do10

choose a point hj from co 2D curve;11
Create a point c′ from the pair(ki, hj);12
/* kj is the jth point in co 2D curve

*/
Binary search C′s 2-D Curve13
if A point c found which (c′

x) ≥ cx and (c′
y) ≥ cy then14

discard c′15
else16

add c′ into Cx;17

end18

Output: A merged x-direction 3-D surface C

C. Minimize the Maximum Electrode Actuating Time

The 3D-DDM algorithm produces several 3-D placement
results at the root of the slicing tree. The minimized bio-assay
completion time of DMFB, which is one of the placement
objectives, can be easily obtained by choosing one placement
result from the root of the slicing tree. However, the other
reliability-oriented objective, to minimize the maximum elec-
trode actuating time, must also be satisfied. Thus, this paper
proposes a two-step min-max algorithm that uses dynamic
programming to efficiently minimize the maximum actuating
time of each electrode in DMFBs. The two-step min-max
algorithm is described as follows.

1) Step 1: Global Adjustment: The first step of min-max
algorithm is the global adjustment of possible vacant positions
for each merged block in the slicing tree. All the blocks in the
placement result can be divide into two parts recursively from
top to bottom because each block in one 3D-DDM placement
result is merged to form a slicing tree. Without violating the
precedence constraint and keeping the original slicing tree,
predict possible locations of every two merged block on vacant
space in the global adjustment. This process involves finding
all horizontal vacant space S in x-y plane near two merged
blocks and dividing the vacant space into two parts according
to the x- (or y-) proportion of these two blocks if the two
blocks is merged along the x- (or y-) direction in 3D-DDM.

For example, two blocks A and B in Fig. 10 were merged
in the x-direction, and all the vacant space S near the two
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Fig. 10. Example of global adjustment of two x-direction merged blocks A

and B in the vacant space S. (a) Original placement result of blocks A and
B. (b) Global adjustment result according to the proportion of the x sizes of
the two blocks.

Fig. 11. Detail adjustment for block A in the vacant space A′, and choose
the square with minimal total actuating time as the precise location of
block A.

blocks is divided into two spaces A′ and B′ according to the
proportion of x-axis of blocks A and B. Hence, two blocks
can be arranged A and B in any position of A′ and B′.

2) Step 2: Detail Adjustment: Based on the global ad-
justment result, the min-max algorithm makes the detail ad-
justment by finding the minimal actuating rectangle in one
vacant space obtained from global adjustment, and then locate
the module in its vacant space. Because we only adjust one
module’s position in a known 3-D placement, the actuating
time of each electrode can be summed up only without the
actuating time of the module which is currently adjusting. For
example, total actuating times in the rectangle of Ax × Ay

are calculated first using dynamic programming. A can locate
at the minimal actuating time rectangle in the vacant A′, as
shown in Fig 11.

Hence, using the global and detail adjustment in the min-
max algorithm on every module combinations, the maximum
electrode actuating time of each 3-D placement result in the
root of the slicing tree are minimized efficiently.

D. Avoid Excessive Actuated Electrode

In addition to minimizing the maximum electrode actuating
time, the proposed method prevents the charge problems in
electrodes and enhances the reliability of DMFBs. As men-
tioned in the preliminaries, this paper adopts the reliability
constraint function f (r) = r/11 + 1 based on the physical
characteristics of the electrode [8]. The min-max algorithm
avoids most EA electrodes because EA electrodes and maxi-
mum actuating electrodes usually occurs in the same space.

Fig. 12. (a) Violations occur on module mr
d

and mr
e because mr

d
requests the

second resource, while the mr
b

is executing and mr
e requests the first resource

while the mr
c is executing. (b) No violation exists after resource constraint

check.

Next, check the reliability constraint by calculating the
continuous actuating time of each electrode in every DMFB
placement result. According to the function f (r), supposing
a module mi with duration of ti seconds exists and other
modules mj are activated for tj seconds continuously, for
every electrode at position (x, y) in module mi, the constraint
verifications can be divided into two conditions.

1) No violation of reliability constraint: This occurs when
ti + tj ≤ 10 in every position (x, y).

2) Eliminate violation of reliability constraint: If a + b >

10 for any position (x, y) in modules mi and mj , the
reliability constraint is violated because an electrode is
actuated continuously for more than 11 seconds, and tje
charge problem occurs.

Note that the violation cannot be eliminated by deactivating
electrodes during one certain module mi because unpredicted
droplet reaction on DMFBs may be occurred. The violations
of reliability constraint can only be eliminated by deactivating
electrodes between two modules.

Therefore, when any reliability violation is found, pull up
the module mi for f (r) scales along the t-axis to deactivate
the electrodes for the required time period according to the
reliability constraint function f (r). This approach also con-
siders and prevents any violations of other constraints while
satisfying the reliability constraints.

E. Consider DMFB’s Constraints in 3D-DDM

The 3-D placement results of DMFBs must satisfy several
constraints, as mentioned in Section III. The time complexity
of eliminating the constraint violations in conventional SA-
based algorithms is unacceptable because these constraints
must be verified and satisfied in each SA iteration. Conversely,
the placement step of 3D-DDM avoisd the violations of
DMFB’s constraints and obtain several refined and optimized
3-D placement from several results at the root of slicing tree.

1) Precedence Constraint: The reliability-oriented 3-D
placement algorithm avoid the precedence violation rather than
removing violations after they happen greatly reducing the
complexity of the proposed algorithm. This paper considers
the precedence constraint efficiently during 3D-DDM in two
stages.
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1) Reduce the precedence constraint in the grouping and
partition stage: During the preprocessing stage, divide
the operation sequential graph into small sizes of groups.
According to the precedence relationships, operations
are grouped together and the precedent relationships
between each group are reduced. The 3D-DDM stage
greatly reduces the complexity of checking precedence
constraint.

2) Avoid precedence violation in the 3D-DDM stage:
Check every precedence constraint and avoid violations
when constructing a one-direction 3-D surface C from
surfaces A and B. In this case, the newly merged point
c′ is discarded before adding c′ to the new 3-D surface
C when precedence violation is found in c′.

Most precedent constraints are avoided when constructing
a nonleaf node from leaf node of slicing tree because most
precedence constraints are exists between leaves and few
relationships between other nodes. Hence, the complexity
of precedence constraint is reduced significantly with above
considerations, and no precedence violation is occurred during
and after placement in 3D-DDM step.

2) Resource Constraint and Placement: After 3D-DDM
and min-max methods, a set of placement results is at the
root node of a slicing tree, which contains several possible
placements of all reconfigurable operations. Next, insert all
nonreconfigurable operations into these placements for every
point of the top surface-set and ensure that the final placement
results satisfy the resource and detection constraints. This stage
can be separated into two steps: detection operation placement
and source operation placement.

Before inserting resources at verifying the resource con-
straint and placement, some assumptions are introduced ac-
cording to the function of nonreconfigurable operations: 1)
This detection operation can only take one result from the
other operations because it uses only one photodiode. 2)
Source operation can only give its result to one operation
since a dispensing port generates only one droplet at a time. 3)
Detection operation requires a 1 × 1 area because it uses one
photodiode, which is fabricated on-chip. 4) Source operation
requires 0 × 0 area because the source is only a dispensing
port outside the biochip.

All of these assumptions are based on the property and
function of resource operations in DMFBs, and are con-
sistent with benchmarks used in [11], [15] and the current
paper. Resource binding is not required for these opera-
tions because the dimensions of detection and source op-
erations are fixed (i.e., there is only one choice in module
library).

1) Resource constraint: To check the resource constraint,
first build sorted lists Mr from operations that require
the resource type γ in increasing order of execution start
time. It is possible to check for any violation from the
sorted list Mr based on the property that all operations in
Mr require the same resource type γ . Assume the total
number nr of resources γ can be used by nr operations at
the same time, for the ith point mr

i in Mr using resource
γ , the resource constraint will not be violated if t(mr

i ) >

Fig. 13. (a) Example of an operation sequential graph and its placement
result. (b) Corresponding project list of the placement that stores and sorts
the start and finish times of each placement, where Si means module i starts
and Ei means module i finishes. One storage unit is inserted between E2 and
S5 to satisfy the storage constraint.

t(mr
j) + dj and t(mr

i ) + di < t(mr
k) when mr

j and mr
k are

the nth precedent and successive modules in sorted list
Mr, respectively.
Check the resource constraint from the first to the last
node in every sorted list Mr and shift up modules (i.e.,
postpone the start time of the operations that violate
the resource constraint). If the shifted modules overlap
with other modules, the overlapped modules also shift
up until no overlapped module exist. Example in which
nr = 2 shows how the violation of resource constraint
occurs, and can be solved. Assume that the five modules
using the resource γ , are mr

a, mr
b, mr

c, mr
d , and mr

e, as Fig.
12(a) shows. The resource constraint violated modules,
mr

c, mr
d , and mr

e, are then solved at the step of checking
resource constraint (Fig. 12(b)).

2) Resources placement: This step inserts resource opera-
tions into placement results from 3D-DDM to satisfy
the resource constraints. First, place detection opera-
tions because the detection operations require a 1 × 1
area and usually require a longer operation time than
other resources. Then insert other resource operations.
Because the area of resources is only up to 1 × 1, we
can insert resource operations easily into enumerating
results without violating the resource constraint and,
preserving the topological form of the placement results.
If no space exists for resources, the placement result
is abandoned.

3) Storage Constraint and Storage Unit Placement:
The last step of DMFB placement is to satisfy the storage
constraint. The storage constraint is violated when an operation
mj in the operation sequencing graph does not start to execute
immediately when its precedent operation mi is finished (i.e.,
the start time tj of operation mj is larger than the finished time
ti of operation mi). Therefore, a storage unit, an extra space,
is required to store the product of operation mi when mi is
finished at ti, and the product is moved to the operation mj at
mj’s start time tj .

The 3D-DDM algorithm considers the storage constraint
while constructing slicing tree. If the storage constraint is not
checked until the result of 3D-DDM, many placement results
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TABLE I

Comparisons of Placement Results Between [15], and Ours. Our Results Are Much Better Than [15], and the Improvements of

Assay Completion Time, Maximum Actuating Time, and CPU Time, Are Shown in the Average Rows

Testcase
Design Spec. T-tree [15] Our Proposed Algorithm w/o Reliability Constraint Our Proposed Algorithm w/ Reliability Constraint

DMFB Assay CPU Assay CPU Assay CPU
#Op. Completion Completion Completion

Size Time (s) Time (s) Time (s) Time (s) Time (s) Time (s)
10 × 10 241 157.42 183 30.54 183 31.04

Protein 103 10 × 10 231 141.29 183 31.01 183 31.25
11 × 11 221 143.11 183 30.88 183 31.12

9 × 9 240 138.94 183 30.11 183 30.66
Average – – 233.3 145.19 183 (0.78X) 30.64 (0.20X) 183 (0.78X) 31.02 (0.21X)

9 × 9 67 19.85 53 3.37 53 3.52
In-Vitro1 64 8 × 8 98 23.21 53 1.92 53 2.07

7 × 7 96 17.91 53 1.21 56 1.38
Average – – 87.0 30.32 53.0 (0.61X) 2.17 (0.07X) 54.0 (0.62X) 2.32 (0.08X)

8 × 8 74 13.01 41 0.28 41 0.33
In-Vitro2 48 7 × 7 62 11.88 41 0.20 42 0.24

6 × 6 73 22.67 41 0.14 47 0.17
Average – – 69.7 15.85 41.0 (0.59X) 0.21 (0.01X) 43.3 (0.62X) 0.25 (0.01X)

7 × 7 60 8.92 44 4.03 44 4.22
In-Vitro3 36 6 × 6 61 9.56 44 2.26 45 2.60

5 × 5 64 5.28 44 1.81 46 2.03
Average – – 61.7 7.92 44 (0.71X) 2.70 (0.34X) 45 (0.73X) 2.95 (0.37X)

Fig. 14. Real bio-assay case, protein assay, with 103 operations. (a) Se-
quential graph of the bio-assay. (b) Corresponding operation in the sequential
graph.

from the root of the slicing tree fail to satisfy the storage
constraint, and the complexity of post-adjustment is increased
or some placement results are discarded. Therefore, we check
the storage constraint when obtaining 3-D placement C from
merging 3-D curves A and B, and make sure enough vacant
if the storage unit is required between A and B.

Next, insert the storage unit to the placements from the
result of previous stage. Fig. 13 shows an example of this.
Because 3D-DDM preserves enough vacant space in advance,
we can insert a storage unit easily in the vacant space to satisfy
the storage constraint.

V. Experimental Results

This paper implements our proposed reliability-oriented
placement algorithm using the 3D-DDM technique in C++
language on a 2-GHz 64-bit Linux machine with 16 GB of

Fig. 15. Protein assay with 103 operations under 11×11 design specification.
(a) 3-D placement result of 103 operations and the assay completion time is
183 with the reliability constraint. (b) Histogram shows the actuating times
in each electrode on DMFB, and the maximum actuating time is only 29.
Because the last two columns and rows in the DMFB are used for resource
and storage placement, the electrodes in these places are not actuated.

memory. Two commercial bio-assays, which are colorimetric
protein assay [9] and multiplexed in-vitro diagnostics [5],
are used for experimental evaluation. The two biochips
are typically used for point-of-care testing, and involve
typical microfluidic droplet protocols that are used for many
healthcare-related assays. To demonstrate the effectiveness of
the proposed reliability-oriented placement algorithm for op-
timal assay completion time and minimal maximum electrode
actuating time, this paper compares the current placement
results with the up-to-date placement algorithm without
defects [15], which was also implemented on our Linux
machine.

Table I shows the placement results obtained from our
proposed algorithm. Column 1 lists four kinds of testcases:
protein, in-vitro1, in-vitro2, and in-vitro3. Column 2 shows
the number of operations for each testcase, and Column 3
shows the different design specifications for each testcase.
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TABLE II

Analysis of Placement Results of Table I. The Reliability Constraints Are All Satisfied in Our Placements Results With Almost

the Same Assay Completion Times While Violations Occurred in [15]

Testcase
Design Spec. T-tree [15] Our Proposed Algorithm w/o Reliability Constraint Our Proposed Algorithm w/ Reliability Constraint

DMFB Maximum # of Maximum # of Maximum # of
#Op. Actuating EA Actuating EA Actuating EA

Size Time (s) Electrode Time (s) Electrode Time (s) Electrode
10 × 10 115 52 108 20 36 0

Protein 103 10 × 10 178 57 108 20 36 0
11 × 11 141 59 108 20 29 0

9 × 9 145 63 108 20 62 0
Average – – 144.8 57.8 (violated) 108.0 (0.75X) 20 (violated) 41.0 (0.28X) 0 (meet)

9 × 9 58 18 14 0 14 0
In-Vitro1 64 8 × 8 64 20 14 0 14 0

7 × 7 68 20 18 0 16 0
Average – – 63.3 19.3 (violated) 15.3 (0.24X) 0 (meet) 14.7 (0.23X) 0 (meet)

8 × 8 46 4 10 0 10 0
In-Vitro2 48 7 × 7 47 5 11 0 11 0

6 × 6 51 7 23 4 21 0
Average – – 48.0 5.3 (violated) 14.7 (0.31X) 1.3 (violated) 14.0 (0.29X) 0 (meet)

7 × 7 45 11 8 0 8 0
In-Vitro3 36 6 × 6 48 9 12 0 12 0

5 × 5 53 7 24 0 24 0
Average – – 48.7 9 (violated) 14.7 (0.30X) 0 (meet) 14.7 (0.30X) 0 (meet)

In order to prove the efficiency and effectiveness of our
proposed algorithm, the assay completion time and CPU of our
placement results without and with reliability considerations
(i.e., avoiding EA electrodes and minimizing the maximum
electrode actuating time). Although the results from [15]
in Columns 4–5 meet the designed specification dimensions
(i.e., Width × Height), the placement results in Columns
6–7 without reliability consideration can achieve an assay
completion time average that is 27% shorter than that in
[15], fulfilling the major objective of DMFB placement. Even
under the reliability considerations, the reliability-oriented
placement results in Columns 8 and 9 also achieve a 26%
shorter assay completion time. By considering reliability dur-
ing 3D-DDM and obtaining multiple 3-D placement results,
the proposed method achieved can get almost the same assay
completion times between the conditions without and with
reliability constraint. Also, our reliability-oriented algorithm
is much more efficient in terms of CPU running time,
which is only 21% CPU time of [15] for the large protein
bio-assay.

The reliability issue is the most critical requirement as
any fluidic error or physical defect directly affects medical
diagnosis. An analysis of the reliability-oriented placement
results shows that this method avoids EA electrodes and
minimizes the maximum electrode actuating time. Because
the 3D-DDM algorithm produces more than one placement
result, the best reliability-oriented placement result can be
chosen from several results with shorter assay completion
time. The experimental results shown in Table II also prove
that the proposed algorithm can eliminate all EA electrodes
and minimize the maximum actuating times, compared to
[15] and our own algorithm without reliability consideration.
Fig. 15 shows the reliability-oriented placement result for
the protein assay [9] obtained from the proposed placement

algorithm with 11 × 11 design specification. Fig. 14(a) shows
the sequential graph of protein assay, including reconfigurable
operation, resource module, and storage unit. The completion
time of the protein assay is only 183 s. Fig. 15(a) shows
the 3-D histogram of actuating time for each electrode, and
the maximum actuating time among all 11 × 11 electrodes is
reduced to only 29 without any EA electrodes. Hence, we can
obtain reliability-oriented 3-D placement results for DMFBs
with a much shorter assay completion time and CPU runtime
using the proposed algorithm.

VI. Conclusion

This paper represented a novel reliability-oriented 3-D
placement algorithm to deal with the involved reliability
problem in DMFBs. This paper proposed a new 3-D placement
algorithm using the 3D-DDM technique. This paper identified
the causes of reliability degradation and introduced a new
and practical formulation of reliability-oriented 3-D placement
problem. By incorporating the properties that were favorable
for reliability enhancement in the placement algorithm, the
reliability-oriented 3-D placement problem can be effectively
solved with the optimal bio-assay completion time, while min-
imizing the electrode actuating time condition and avoiding
excessive actuated electrodes. Several commercial DMFBs of
point-of-care testing, including protein and in-vitro bioassays,
were used to evaluate the effectiveness and efficiency of the
proposed reliability-oriented placement algorithm in prevent-
ing charge problem, and in minimizing the maximum actuating
times of all electrodes.
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