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ABSTRACT
Heterogeneous computing systems are essential for addressing
the diverse computational needs of modern applications. However,
they present a fundamental trade-off between easy programmability
and performance. This paper addresses this trade-off by enabling
performance and energy efficiency optimization while facilitat-
ing easy programming without delving into hardware details. It
introduces CEDR-Taskflow, a comprehensive framework that auto-
matically parallelizes user applications and dynamically schedules
its tasks to heterogeneous platforms, enabling efficient resource
utilization and ease of programming. Emulation-based studies on
the Xilinx ZCU102 and NVIDIA Jetson AGX Xavier SoC platforms
demonstrate that this integrated framework improves application
execution time by up to 1.47x compared to state-of-the-art, while
maintaining hardware-agnostic application development. Further-
more, this integration approach enables features such as streaming-
enabled execution and schedule caching that reduce the time spent
on task scheduling by up to 29.6x and results in up to 6.1x lower
execution time.

CCS CONCEPTS
• Computing methodologies → Parallel programming lan-
guages; • Computer systems organization→ Heterogeneous
(hybrid) systems.
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1 INTRODUCTION
Heterogeneous systems are becoming increasingly widespread
and used across multiple scales, from High-Performance Com-
puting (HPC) environments to System-on-Chip (SoC) architec-
tures. Heterogeneity enables matching the computing needs of
emerging and growing application domains with a rich set of ac-
celerators based on architectures such as Graphical Processing
Unit (GPU), Data Processing Unit (DPU), Tensor Processing Unit
(TPU), and Field-Programmable Gate Array (FPGA). As hetero-
geneity increases, system designers face ongoing challenges in
optimizing performance while ensuring programming productivity,
which has motivated the development of several runtime frame-
works [5, 9, 17, 20, 21, 23, 24, 28].

A prominent state-of-the-art system belonging to this class is
the Compiler-integrated Extensible DSSoC Runtime [20] (CEDR),
which supports productive application development with a hard-
ware-agnostic, API-based programming model. CEDR optimizes
application execution on heterogeneous platforms by parallelizing
and dynamically scheduling API calls across heterogeneous pro-
cessors. Although this approach maintains high programmability
with API optimization, it overlooks parallelization opportunities
for non-API application segments. This limitation is illustrated in
Fig. 1 (top box), where a sample application modeled as Directed
Acyclic Graph (DAG) with parallel Fast Fourier Transform (FFT)
task nodes followed by parallel vector Multiplication (MULT) task
nodes. In the programming model, the user invokes the FFT task
with an API call given that the system has an FFT accelerator, and
the FFT API can be deployed at runtime on either the accelerator
or the CPU, depending on the availability of the resources. On the
other hand, the MULT task has no accelerator support. Therefore,
it belongs to the non-API region of the user code and can only be
deployed on the CPU.

While CEDR parallelizes and schedules API-based FFT tasks
across CPUs and accelerators, it serially executes the non-APIMULT
tasks on the CPU, leaving significant performance gains untapped.
Addressing this bottleneck requires a programming model that
provides the runtime with a comprehensive application view with-
out overburdening programmers. Task Graph Computing System
(TGCS) [1, 2, 14, 15] aims to address this issue by decomposing
the applications into parallel tasks and structuring them as a task-
dependency graph, that can be scaled across many processors.
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Among various TGCSs, Taskflow [15] is a task-parallel program-
ming model that allows users to define task dependencies and par-
allelize applications while enabling high programming productivity.
Adopted by several academic and industrial entities [10–12, 18],
Taskflow improves performance through static compile-time task
parallelization. As illustrated in Fig. 1 (middle box), while Taskflow
parallelizes both the API (FFT) and non-API (MULT) regions of
the application, it requires users to bind each task to a specific
processing element in the system at design time. However, com-
puting systems in real-world scenarios receive evolving workloads
from multiple users sharing the resources. In such cases, with the
presence of other applications on the system, the static scheduling
is prone to causing resource oversubscription or contention by con-
fining parallel tasks to specific resource types, thereby leading to
suboptimal execution.

Application development on heterogeneous platforms often faces
a fundamental trade-off between programmability and performance,
as illustrated in Fig. 1. Dynamic runtime systems like CEDR en-
hance programmability and runtime performance at the expense
of missing out on fine-grained parallelization opportunities due to
simpler programming models. On the other hand, task-based frame-
works, such as Taskflow, provide a comprehensive programming
model to fully expose parallelization opportunities in the applica-
tion, while lacking dynamic resource management under varying
workload scenarios. An ideal end-to-end system should combine
the complementary advantages of these two types of framework to
fully leverage the performance potential of applications through
holistic application representation, task-level parallelization, and
dynamic resource management for heterogeneous systems at run-
time, all while maintaining ease of programming. However, this
is a challenging task, as it requires a deep understanding of both
CEDR and Taskflow frameworks, followed by a careful redesign of
the programming model. Specifically, this effort requires system
modification to implement communication protocols that ensure
alignment of Taskflow’s task-dependency graph with CEDR’s dy-
namic execution model to enable seamless co-existence between
the two frameworks without adding excessive processing overhead.

To address this challenge, in this work, we present our design
approach on integrating Taskflow’s holistic application view with
CEDR’s dynamic scheduling capabilities. Figure 1 (bottom box)
illustrates this synergy, where Taskflow identifies parallelization
opportunities for FFT and MULT tasks and provides this infor-
mation to CEDR. Subsequently, CEDR dynamically schedules FFT
tasks across CPUs and accelerators, in addition to now executing
MULT tasks on CPUs in parallel. By combining the programmabil-
ity and dynamic scheduling capability of API-based CEDR with the
comprehensive task-based execution flow approach of Taskflow,
the proposed framework results in more effective system resource
utilization and, in turn, improves the execution time of a given appli-
cation when deployed on a heterogeneous SoC without sacrificing
from hardware-agnostic application development and deployment.
In particular, through our integration approach, Taskflow, which
has been widely adopted by the community, now gains the ability
to perform dynamic scheduling on heterogeneous systems through
CEDR. Additionally, this integration enables stream-based execu-
tion for applications with streaming data processing, as well as
cached scheduling decisions that reduce overhead when scheduling
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Figure 1: CEDR and Taskflow integration flow for a base
C/C++ application.

tasks for repetitive application instances. Our approach enables
finer control over data dependencies for streaming-based execution,
and it is portable across platforms, as we demonstrate with experi-
ments carried out over both FPGA and GPU-based SoC platforms.
The contributions of this work are as follows:

• A generalizable methodology for building communication
protocols that is applicable for integrating runtime systems
and task-based programming frameworks.

• A runtime integrated task-level programming framework
that is portable on any given commercial off-the-shelf SoC
platform with a heterogeneous set of compute resources.

• A robust framework that allows hardware-agnostic appli-
cation development and deployment with parallelism from
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task-to-application levels on heterogeneous systems, while
balancing ease of programmability, dynamic resource man-
agement, and performance.

• Demonstrate ability to resolve limitations of task-level pro-
gramming framework by replacing static scheduling and
single application at a time-based execution with dynamic
resource management across multiple application instances
executing on heterogeneous systems.

2 BACKGROUND
A runtime systemwith an integrated scheduler is needed to manage
the task-to-processing element (PE) mapping decisions at runtime
for dynamically arriving workload scenarios across a diverse set of
PEs. Several runtime systems have been proposed [3, 5, 7, 9, 13, 17,
20, 21, 23, 24, 28] for dynamic resource management to maximize
performance while exploiting the heterogeneity at PE-level based
on the state of the system resources and continuously changing
workload scenarios. The features and ease of usability of runtime
systems play a crucial role in their broader adoption. Programming
models used by runtime systems can be broadly classified into two
categories. The first is an application programming interface (API)
based approach [17, 20], which focuses on ease of programmability,
where developers call predefined functions to execute tasks. This
method simplifies the application development but often limits
control over task dependencies and execution order. The second
category involves decomposing an application into independent
tasks represented as DAGs [9, 21] and allows exposing full trans-
parency into the task dependencies and the dataflow. While this
programming model provides the runtime system with a global
view of the entire application and enables greater flexibility and
optimization potential, it requires developers to define task depen-
dencies and manage execution flows manually. This explicit control
flow management places a significant burden on the programmer
and limits the system’s ability to execute applications with dynamic
control-flow.

Taskflow [15] is an open-source parallel programmingmodel that
addresses these issues by automatically constructing a task depen-
dency graph and expressing task-based parallelism within the ap-
plication. Unlike traditional task-based approaches [1, 2, 4, 6, 8, 16],
the lightweight runtime of the Taskflow enables execution of these
tasks on the designated resources by scaling parallel execution
across numerous processors. While Taskflow enables exploiting
parallelism in the application, the runtime relies on static task-to-
PE mapping decisions made by the application developer. The lack
of dynamic runtime scheduling and resource management limits
its ability to optimize performance under varying workload condi-
tions on heterogeneous platforms. This is a potential performance
concern in scenarios where a common tasks across multiple user
applications is mapped onto one type of PE, which inevitably re-
sults with oversubscription of that resource type while others may
be available to execute the same task. In this study, we integrate
Taskflow with a runtime system such that, tasks that are suitable
for execution on multiple PE types (e.g., accelerator and CPU types)
are scheduled dynamically.

While there are multiple approaches that utilize API-based and
DAG-based programming models for runtime systems, in this work,
we integrate Taskflow with the open-source Compiler-integrated,

Table 1: Overview of key components and APIs

Position Name Type Description

Application

CEDR_∗ API CEDR APIs for
task execution

for_each_index API Taskflow API
for parallel loop

emplace API Taskflow API for
standalone single tasks

Taskflow
tf::Taskflow Class Taskflow semantic

for DAG

tf::Executor Class Taskflow semantic for
executing the DAG

CEDR

CEDR_DAG_EXTRACT
New CEDR API for extracting
API the DAG from tf::Taskflow

CEDR_RUN_DAG
New CEDR API for executing
API the DAG from tf::Taskflow

cedr_task_config
struct

Optional CEDR variable

Variable storing configuration
information for CEDR APIs

Extensible, DSSoC Runtime (CEDR) [20, 21]. CEDR is one of the
unique runtime systems originally introduced with DAG-based [21]
and later API-based [20] programmingmodel for the users. Through
its hardware-agnostic API-based programming model, CEDR al-
lows users to seamlessly develop, compile, and deploy applications
on off-the-shelf heterogeneous computing platforms. Importantly,
this framework is portable across a wide range of Linux-based sys-
tems, ensuring that effort to migrate across systems is minimal.
Additionally, CEDR has extended support and compatibility across
programming models (GNURadio [19], PyTorch [27]) and archi-
tectures (RISC-V [26], FPGA, GPU, and ARM-based SoCs [21, 22]),
making it a highly versatile runtime for heterogeneous computing.
In the following section, we present our integration approach.

3 CEDR-TASKFLOW INTEGRATION
Since both CEDR and Taskflow rely on header-based includes for an
application to access their API calls, integration of the two, from an
application’s perspective, starts with the inclusion of both headers
to the application file. However, since the integration approach
does not end with just using the existing APIs, additional steps
are required to enable CEDR and Taskflow to communicate with
each other, such as transferring the Taskflow-generated DAG to
the CEDR for runtime processing. Table 1 provides an overview
of relevant components and APIs from CEDR and Taskflow that
are leveraged or newly introduced during the integration of these
frameworks. Utilizing these components, Fig. 1 illustrates the inte-
gration flow of CEDR and Taskflow into a base C/C++ application,
highlighting the main benefits of the integration approach and the
combination of both frameworks into a single application. Applica-
tions integrated with CEDR and Taskflow are available online.

3.1 Application Preparation
Starting with a base application that does not utilize either CEDR
or Taskflow, Listing 1 illustrates a simple C/C++ program executing
512 128-point FFTs, referred to as FFT for loop or API region, fol-
lowed by 512 128-pt vector multiplications, calledMultiplication for
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1

2

3 ...
4 int start=0,end=512, size =128;
5 bool forward=true;
6 complex input=allocate (512);
7 complex output=allocate (512);
8 // FFT for loop
9

10

11

12 for (int i=start; i<end; i++){
13 FFT(input[i],
14 output[i],
15 size ,
16 forward);
17 }
18 // Multiplication for loop
19

20

21

22 for (int i=start; i<end; i++){
23 for (int j=0; j<size; j++){
24 output[i][j] =

output[i][j] * 2;
25 }
26 }
27 ...
28 deallocate(input);
29 deallocate(output);

Listing 1: Base C/C++ Code

#include <libcedr.h>

...
int start=0,end=512, size =128;
bool forward=true;
complex input=allocate (512);
complex output=allocate (512);
// FFT for loop

for (int i=start; i<end; i++){
CEDR_FFT(input[i],

output[i],
size ,
forward);

}
// Multiplication for loop

for (int i=start; i<end; i++){
for (int j=0; j<size; j++){

output[i][j] =
output[i][j] * 2;

}
}
...
deallocate(input);
deallocate(output);

Listing 2: C/C++ Code Using CEDR

#include <libcedr.h>
#include <taskflow.hpp >
...
int start=0,end=512, size =128;
bool forward=true;
complex input=allocate (512);
complex output=allocate (512);
// FFT for loop
task0=taskflow.for_each_index(

ref(start), ref(end), 1,
[input , &output ,
size , forward ])(int i){
CEDR_FFT(input[i],

output[i],
size ,
forward);

}
// Multiplication for loop
task1=taskflow.for_each_index(

ref(start), ref(end), 1,
[&output ,
size])(int i){
for (int j=0; j<size; j++){

output[i][j] =
output[i][j] * 2;

}
}
...
deallocate(input);
deallocate(output);

Listing 3: C++ Code Using Taskflow

loop or non-API region. To integrate CEDR, as shown in Listing 2,
the libcedr.h header is added on line 1 of the base application,
followed by a modification on line 13 where the FFT function is
replaced with CEDR’s hardware-agnostic wrapper function for FFT,
CEDR_FFT, API call in the C/C++ source code. The next step in-
volves combining Taskflow, demonstrated in Listing 3. Here, the
taskflow.hpp C++ header is included on line 2, and the for loop is
replaced by Taskflow’s for_each_index construct, which parallelizes
the inner loop based on the start, end, and increment count (set to
1 in this case) on line 10. This modification uses i as the loop index,
defined on line 12. Furthermore, a lambda function captures the
necessary variables, along with those requiring modification (e.g.,
output) captured by reference, as shown in lines 11 and 12. The
FFT for loop section of the code (lines 8 to 17) is modified using both
CEDR and Taskflow APIs. In contrast, the Multiplication for loop, a
non-API section (lines 22-26 in Listing 1), is modified only when
Taskflow is added to parallelize this part of the application. The
modification applied to the loop on line 12 is similarly applied to the
loop on line 22, enabling Taskflow to parallelize the non-API region.
In addition to the above-mentioned scenario, any standalone task
that is not a for loop-based parallelization candidate can be created
using the emplace construct instead of for_each_index. Along with

the creation of tasks, Taskflow requires an initialization of a class
tf::Executor, which manages the execution of the generated task
flow graph (presented by class tf::Taskflow). A task flow graph is
constructed by combining tasks, such as task0 and task1 on lines
9 and 19 of Listing 3, based on their successor and predecessor
relationships. Once the graph is ready, it is passed to the tf::Executor
that executes it starting from the head node. While the Taskflow
library offers many additional features and APIs, the ones described
here represent the core functionality utilized in this work.

In this setup, since the CEDR’s APIs are wrapped within Task-
flow APIs when the tf::Executor starts the execution of the flow
graph, if a task node using a CEDR API is executed, the API call is
sent to CEDR for scheduling and execution on the appropriate PE
based on the scheduling results. This dynamic runtime approach
eliminates the need for users to assign tasks statically to specific PEs
during graph creation. With this integration, applications continue
to leverage the benefits of CEDR, effectively utilizing the resources
of a heterogeneous system. During the execution of the task flow
graph, Taskflow’s tf::Executor manages the assignment of threads
to physical CPU cores, while CEDR handles workload management
across PEs, including CPUs, FPGA-based accelerators, and GPUs,
for tasks involving CEDR API calls.
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3.2 CEDR and Taskflow Communication
Now that we have an approach for integrating both CEDR and
Taskflow APIs into an application, the next step is enabling CEDR
to utilize the DAG created by Taskflow. To implement this process,
we introduce CEDR_DAG_EXTRACT API call in CEDR that allows
Taskflow to communicate the generated DAG to CEDR. This API
accepts two input arguments: (1) the Taskflow generated graph
(tf::Taskflow), and (2) a map containing configuration information
on the graph tasks. This optional configuration (cedr_task_config)
allows users to incorporate any pre-scheduling decision for an API
if desired. CEDR can use this information to execute task nodes
containing CEDRAPI calls. Being called, the CEDR_DAG_EXTRACT
API converts the task flow into a DAG representation native to DAG-
based CEDR [21], and performs initial scheduling for CEDR API
tasks in the DAG. If a single application runs on the system, users
can directly utilize this scheduling by passing the cedr_task_config
argument to the CEDR APIs. Otherwise, scheduling will proceed
as it usually does within the system; each CEDR API is scheduled
when the running application thread invokes the API call.

Once the DAG is extracted using CEDR_DAG_EXTRACT, it can
be executed with tf::Executor as typically done with Taskflow from
the application side. However, in scenarios withmultiple concurrent
applications running on the system, each application will create
its own tf::Executor instance that will have a local view of CPU
threads present on the system belonging to its parent application,
assuming it is the exclusive manager in the system. As independent
executors lack a global view of CPU workloads on the system, this
can reduce the execution efficiency of the overall system. Therefore,
despite multiple executors being functionally supported, using a
single centralized executor with a global view of the system is more
effective in managing CPU workloads. To address this, we intro-
duced a new API, CEDR_RUN_DAG, which accepts the task flow
graph (tf::Taskflow) and a repetition count indicating the number of
times the graph should be executed. This API allows CEDR to take
control of multiple concurrent task flow graphs and execute them
using a single tf::Executor instance managed centrally within the
runtime system rather than requiring each application to maintain
its own executor. Additionally, the use of repetition count enables
the graph to be executed continuously in a streaming manner with-
out repeating the redundant and expensive graph initialization
process. By centralizing the tf::Executor, it can make more informed
CPU workload distribution, improving efficiency across multiple
applications and workloads.

3.3 Broader Applicability
While integrating CEDR and Taskflow demonstrates a specific im-
plementation, the methodology outlined in this work has broader
implications for designing and utilizing runtime systems in hetero-
geneous computing environments. This integration’s principles are
not inherently limited to CEDR or Taskflow; they can be generalized
and adapted to other runtime systems and task-based programming
frameworks, provided the developer has sufficient understanding
of their integration requirements and underlying architectures. For
instance, the communication mechanism for transferring task flow
graphs or DAGs between frameworks could be adapted for other
runtime systems. Similarly, an API-focused runtime like IRIS [17]

could integrate with a DAG-oriented library to provide greater
flexibility and optimization opportunities for complex applications.
While this work focuses on CEDR and Taskflow, the principles
and mechanisms presented here lay a foundation for enhancing
resource management and interoperability across various runtime
systems.

4 EXPERIMENTAL SETUP
In this work, we utilize the Xilinx Zynq Ultrascale+ development
board (ZCU102) [29] to emulate heterogeneous architectures. The
ZCU102 hosts four ARM-based hard CPU cores. We implemented
five HW accelerators using its programmable logic fabric: (1) two
Fast Fourier Transform (FFT) accelerators, supporting up to 2048-
point FFTs, (2) two general matrix multiplication (GEMM) accelera-
tors, and (3) one point-wise vector operation (ZIP) accelerator. The
FFT accelerator is generated using the Xilinx FFT IP, while GEMM
and ZIP accelerators are implemented using High-Level Synthesis
(HLS). The CPUs operate at 1.2 GHz, while all accelerators run
at 300 MHz. To demonstrate the portability of our approach, we
also performed experiments on the NVIDIA Jetson Xavier AGX
platform (Jetson) [25]. This platform consists of a 512-core Volta
GPU running at 1.3 GHz and is capable of accelerating FFT, GEMM,
and ZIP functions, in addition to having an eight-core ARM-based
CPU running at 2.3 GHz.

We generate workloads based on benchmark applications from
the signal processing domain that include Radar Correlator (RC),
Temporal Mitigation (TM), WiFi-TX, Pulse Doppler (PD), and Syn-
thetic Aperture Radar (SAR). These applications provide diverse
workloads for evaluating CEDR and Taskflow integration. RC pro-
cesses radar pulses to measure distances using three 256-point FFTs
at a rate of 1,000 samples per second. In RC, the main execution path
of the control flow graph consists of two FFTs, followed by spectral
correlation, which is then fed into an inverse FFT (IFFT). TM focuses
on successive interference cancellation of low-energy radar signals
mixed with high-energy communication data through GEMM and
ZIP-based operations. WiFi-TX implements a WiFi transmission
chain that involves a 128-point IFFT per packet for 10 packets. PD
consists of three phases of 256, 128, and 128 parallel 128-point FFTs,
used to estimate the distance and velocity of objects by analyzing
frequency shifts in radar pulses. SAR is centered on 3D landscape
reconstruction, employing 1,537 FFTs and 768 ZIP operations, with
substantial parallelism across two primary processing stages.

5 EXPERIMENTAL EVALUATIONS
5.1 Performance Analysis
Figure 2 shows the makespan for a single instance of the PD over a
system composed of 3 CPU cores and 2 FFT accelerators emulated
on the ZCU102 based on the compilation and deployment using
only Taskflow (a), only CEDR (b) and finally CEDR and Taskflow
integrated setup (c). The makespan of the Gantt charts represents
the time from the start of the first API call to the end of the last
API call, excluding any memory initialization, cleanup, allocation,
or deallocation phases of the application. Taskflow parallelizes
all FFT APIs across the FFT accelerators and all non-API regions
in the application across the CPU cores, as shown in Fig. 2 (a).
However, even though CPU cores are available to support FFT
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Figure 2: Single instance of PD running on ZCU102 with (a)
CEDR-only implementation, (b) Taskflow-only implementa-
tion, and (c) both CEDR and Taskflow-based implementation.
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Figure 3: Single instance of PD running on Jetson with both
CEDR and Taskflow-based implementation.

execution, they remain idle since APIs are statically assigned to
the FFT accelerator. The contention on the FFT accelerators due to
the FFT-intensive PD application combined with under-utilization
of the CPU cores results in performance loss. Figure 2 (b) shows
API to PE assignments with CEDR alone. While CEDR dynamically
schedules tasks across all available resources, the non-API regions

Table 2: Execution time comparison when applications are
deployed as a single instance through CEDR only, Taskflow
only, and CEDR-Taskflow Integrated setup on ZCU102.

App Name Taskflow only CEDR only CEDR and
(ns) (ns) Taskflow (ns)

RC 120,972 120,612 120,162
TM 2,597,770 2,575,658 1,762,166

WiFi-TX 714,621 712,721 651,685
PD 5,144,564 3,868,427 3,790,988
SAR 37,351,722 38,111,968 28,980,316

are serialized onto a single CPU core. While CEDR does not support
parallelization of the non-API regions, with its dynamic scheduling
ability, FFT tasks are distributed across the accelerators and CPU
cores and, in turn, reduces the makespan from 4.39 ms to 3.30 ms.
Finally, Fig. 2 (c) demonstrates the benefit of integrating Taskflow
with CEDR, where CEDR dynamically schedules APIs across PEs,
and Taskflow parallelizes non-API regions. Overall, the makespan
of the PD reduces from 4.39 ms to 3.15 ms.

Table 2 shows the execution time for a single instance of each
benchmark application when deployed on the ZCU102 platform
based on Taskflow only, CEDR only, CEDR-Taskflow integrated
implementations, using Earliest Finish Time (EFT) as CEDR’s sched-
uler. These results include full application execution, from start
to finish, including memory allocation, initialization, and deallo-
cation. The combined implementation demonstrates performance
improvements for all applications. For instance, the TM application
shows a notable speedup of 1.47x compared to Taskflow-only and
1.46x compared to CEDR-only. In contrast, the RC application, with
limited parallelization opportunities on API and non-API regions,
shows only a minimal improvement, indicating that the benefit
of the combined approach is negligible for such tasks. The PD
application, heavy in the API region, benefits from a 1.36x improve-
ment over Taskflow-only and a 1.02x improvement over CEDR-only.
The WiFi-TX application achieves a 1.09x speedup with the com-
bined approach compared to both Taskflow-only and CEDR-only
versions. The SAR application, which features a mix of long API
and non-API regions, benefits from the combination of CEDR and
Taskflow with improvements of 1.28x compared to Taskflow-only
and 1.31x compared to CEDR-only. These results highlight that
the effectiveness of combining CEDR and Taskflow depends on
the application characteristics, particularly the balance between
API and non-API regions. Overall, the combined implementation
consistently outperforms the standalone versions, with a speedup
of up to 1.47x.

5.2 Portability
The CEDR-Taskflow integration is portable across SoC platforms.
Figure 3 shows the execution of the PD application on the Jetson
platform without any modifications to the application code that was
used in the generation of the Gantt chart shown in Fig. 2 (c). This
seamless portability is enabled by Taskflow’s adaptive parallelism,
which automatically leverages the available CPUs on the Jetson
platform. At the same time, CEDR continues to manage dynamic
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(a) SAR processing 10 inputs as application instances
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(b) SAR processing 10 inputs in a streaming manner

Figure 4: Ten SAR instances running back to back by (a) direct
injections from CEDR, (b) repeating the task flow graph.
Labels Nx show instances N and N+5.

resource management for APIs, demonstrating its robustness across
different hardware configurations. Since the Jetson platform has
more cores than ZCU102, the non-API regions of the PD scale
automatically to utilize all the CPU cores. Furthermore, whenever
a CPU core is available, the FFT tasks are distributed across the
CPU cores. As a result, the execution time on the Jetson platform
reduces to 1.04ms compared to the 3.15ms observed on the ZCU 102
platform. This result underscores the flexibility of our integration
approach, enabling efficient task scheduling and resource utilization
across heterogeneous platforms without additional developer effort.

5.3 Features Enabled by CEDR-Taskflow
Integration

5.3.1 Streaming Input Processing. Figure 4 (a) shows the execution
of 10 SAR instances by repeatedly running SAR one after another
using the CEDR-Taskflow integrated setup. Each color coded region
corresponds to a single instance of the SAR when executed on a
system with 3 CPU cores, 2 FFT accelerators, and 1 ZIP accelerator
emulated on the ZCU 102 board. The white space between each
SAR instance corresponds to the time spent on repeated allocation,
deallocation, and initialization activities. By leveraging the repeat
functionality of the Taskflow integrated CEDR, we observe that the
gap between each SAR instance closes significantly because the
application can process different inputs without spending time on
setting up the context, as shown in Fig. 4 (b). This, in turn, reduces
the makespan of the workload from 2,334.54 ms to 383.42 ms.

5.3.2 Cached Scheduling. The streaming-enabled execution paves
the way for reusing the scheduling decisions made for one instance
of the user application for the subsequent instances by simply

Table 3: Time spent on scheduling for each application when
repeated 1,000 times on the ZCU102 platform

App Name API Count Stream (𝜇s) Cached (𝜇s) Improvement

RC 3 2,376 283 8.37x
TM 5 3,759 643 5.84x

WiFi-TX 10 7,662 723 10.59x
PD 512 291,790 10,769 27.09x
SAR 2,305 1,405,034 47,475 29.60x

caching the task-to-PE mapping decisions. We examine the time
spent on scheduling decisions throughout the execution of each
benchmark application based on streaming-based execution with-
out and with schedule caching mechanism. In this experiment, each
application is repeated 1,000 times using the EFT scheduler, and the
results are summarized in Table 3. The API Count column indicates
the number of APIs in each application, the Stream column presents
the total scheduling time in the 𝜇s scale, and the Cached column
shows the total time in 𝜇s scale for extracting the DAG and sched-
uling the APIs. With cached scheduling, we observe significantly
reduced scheduling overhead across all applications. As shown in
Table 3, API intensive applications benefit more from this approach,
indicating that using cached decisions for applications with a high
API count and leveraging a streaming approach for multiple inputs
provides better performance improvements.

6 CONCLUSION
The integration of CEDR and Taskflow presents a portable frame-
work for addressing the dual challenges of performance optimiza-
tion and ease of programmability in heterogeneous systems. The
proposed system enables hardware-agnostic application develop-
ment and achieves higher resource utilization by leveraging Task-
flow’s ability to define task dependencies and CEDR’s dynamic
scheduling capabilities. Hence, it consistently decreases the execu-
tion time without additional complexity for application developers.
Experimental evaluations highlight its applicability across diverse
platforms and workloads, showcasing efficient resource manage-
ment and reduced execution latency. Future work will explore
automated DAG generation to ease further development efforts
and automatic pipelined execution for applications, merging DAGs
of multiple running applications to gather a holistic view of all
the DAGs running on the system. This study sets a foundational
approach for advancing runtime frameworks in heterogeneous
computing environments.
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